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Dear Colleagues, 

On behalf of the Organizing Committee, I am pleased to invite you to participate in 11th International 

Conference on Advances in Statistics which will held in Bologna–ITALY  on the dates between 25 – 27 

April 2025 

All informations are available in conference web site. For more information please do not hesitate to 

contact us. info@icascconference.com 

 Applied Statistics 

 Bayesian Statistics 

 Big Data Analytics 

 Biostatistics 

 Comutational Statistics 

 Data Analysis and Modeling 

 Data Envelopment Analysis 

 Data Management and Decision 

Support Systems 

 Data Mining 

 Econometrics 

 Energy and Statistics 

 Enviromental Statictics 

 Entrepreneurship 

 Mathematical Statistics 

 Multivariate Statistics 

 Neural Networks and Statistics 

 Non-parametric Statistics 

 Numerical Methods 

 Operations Research 

 Optimization Methods in Statistics 

 Order Statistics 

 Panel Data Modelling and Analysis 

 Performance Analysis in Administrative 

Process 

 Philosophy of Statistics 

 Public Opinion and Market Research 

 Quality Control 

 Reliability Theory 

 Sampling Theory 

 Simulation Techniques 

 Spatial Analysis 

 Statistical Software 

 Statistical Training 

 Statistics Education 

 Statistics in Social Sciences 

 Stochastic Processes 

 Supply Chain 

 Survey Research Methodology 

 Survival Analysis 

 Time Series 

 Water and Statistics 

 Other Statistical Methods 

Selected papers will be published in Journal of the Turkish Statistical 

Association. https://dergipark.org.tr/en/pub/ijtsa 

We hope that the conference will provide opportunities for participants to exchange and discuss new ideas 

and establish research relations for future scientific collaborations. 

Conference Website :  https://icasconference.com 

E Mail: icasconference.academic@gmail.com 

On behalf of Organizing Committee: 

Conference Chair 

Prof. Dr. İsmihan BAYRAMOĞLU 

Izmir University of Economics 
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ICAS 2025 PROGRAM 
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Prof. Dr. Ismihan BAYRAMOGLU / Conference Chair 
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Prof. Dr. Barry C. Arnold 

University of California,  Riverside, USA 
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SET UP BREAK   09:50 – 10:00 
 

SESSION A (10:00 – 11:20 ) 
SESSION CHAIR:  Prof. Dr. Aysen D. AKKAYA 

BERLIN MEETING ROOM 
 
 

10:00 – 10:20 
PAPER TITLE : Random Effect Functional Cox Regression Model 
AUTHOR(S) : Deniz INAN, Ufuk BEYAZTAS, Carmen D. TEKWE, Xiwei CHEN, Roger S. ZOH 
 
 
10:20 – 10:40 
PAPER TITLE : A Deep Learning Approach to Spatial Functional Regression with Mixed 
Covariates 
AUTHOR(S) : Merve BAŞARAN, Ufuk BEYAZTAŞ 
 
 
10:40 – 11:00 
PAPER TITLE : Forecasting the Process of Screened / Randomized Patients and Optimal 
Early Stopping Time in Multicentre Clinical Trials 
AUTHOR(S) : Volodymyr ANISIMOV 
 
 
11:00 – 11:20 
PAPER TITLE : Robust Inference for a Fat-Tailed Skew Distribution 
AUTHOR(S) : Ayşen D. AKKAYA, M. Qamarul ISLAM 
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TEA & COFFEE BREAK   11:20 – 11:40 
 
 

SESSION B ( 11:40 – 13:00 ) 
SESSION CHAIR:  Prof. Dr. Deniz INAN 

BERLIN MEETING ROOM 
 

11:40 – 12:00 
PAPER TITLE : Enhanced Robust and Efficient Estimation Methods for Panel Data 

Regression with Random Effects  
AUTHOR(S) : Beste Hamiye BEYAZTAŞ, Abhijit MANDAL, Soutir BANDYOPADHYAY 
 
 
12:00 – 12:20 
PAPER TITLE : Spatial Autoregressive Quantile Regression for Scalar-on-Function Mode 
AUTHOR(S) : Müge MUTİŞ, Ufuk BEYAZTAŞ, Filiz KARAMAN, Han Lin SHANG 
 
12:20 – 12:40 
PAPER TITLE : Reliability of Complex Systems Consisting of Two Types of Mixed  

Components 
AUTHOR(S) : Hümay Zehra ÖZER, İsmihan BAYRAMOĞLU 
 
12:40 – 13:00 
PAPER TITLE : The Reliability of the Complex System Having Active and Redundant 

Components 
AUTHOR(S) : Könül BAYRAMOĞLU KAVLAK 

 
 
 

LUNCH BREAK    13:00 – 13:30 

 

#2 Keynote Speech / 13:30 – 14:00 
 Prof. Dr. Umberto Cherubini  
University of Bologna, ITALY 

Betting Around the Clock: Long-Term Investment with Time   Change 
 
 

14:10  Departure from Conference Venue for Florence Tour and Conference Dinner 
Please check conference social program for more information 

 
23:30 Back to Hotel After Tour & Conference Dinner 

Please check conference social program for more information 
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CONFERENCE VENUE 
ZAN HOTEL EUROPA BOLOGNA, ITALY 

26 APRIL 2025 SATURDAY 
 
 

SESSION C  ( 09:00 – 10:20 ) 
SESSION CHAIR: Prof. Dr. Michail D. TODOROV  

BERLIN MEETING ROOM 
 

09:00 – 09:20 
PAPER TITLE : Evaluation of Provinces According to Losses in Businesses After February 6 

Earthquakes Using Multi-Criteria Decision-Making Methods 
AUTHOR(S) : Pelin TOKTAŞ 
 
09:20 – 09:40 
PAPER TITLE : A Multicriteria Optimization Approach for Investment Project Financing 

AUTHOR(S) : Borislav CHAKAROV, Meglena LAZAROVA, Ivan GEORGIEV, Slavi GEORGIEV 

09:40 – 10:00 
PAPER TITLE : Multi-Level Thresholding Image Segmentation Using Metaheuristic Algorithm 

AUTHOR(S) : Eda ÖZKUL, Muharrem KORKMAZ 

10:00 – 10:20 
PAPER TITLE : The Role of Banking Heterogeneity in the Relationship Between Financial 

Development and Entrepreneurship 
AUTHOR(S) : Cristian BARRA,  Christian D’ANIELLO 
 
 

TEA & COFFEE BREAK   10:20 – 10:40 
 

#3 Keynote Speech / 10:40 – 11:10 
 Prof. Dr. Jorge NAVARRO 

University of Murcia, SPAIN 
Stochastic Properties of Sums of Dependent Random Variables (Risks) 

 
 
 

SET UP BREAK   11:10 – 11:20 
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SESSION D ( 11:20 – 12:40 ) 
SESSION CHAIR:  Dr. Volodymyr ANISIMOV 

BERLIN MEETING ROOM 
11:20 – 11:40 
PAPER TITLE : A Note on a Class of Estimates for the Regression Function 

AUTHOR(S) : Mounir ARFI 

11:40 – 12:00 
PAPER TITLE : Use of Linear Dynamic Models for Time Series Prediction 

AUTHOR(S) : Lubos MAREK, Richard HINDLS, Stanislava HRONOVA 

12:00 – 12:20 
PAPER TITLE :  A Skew Marshall-Olkin Distribution 

AUTHOR(S) :  Leda Minkova 

12:20 – 12:40 
PAPER TITLE : A Fuzzy C-Means Image Segmentation Algorithm Using Metaheuristics 

AUTHOR(S) : Özge TEZEL, Onur OKUYUCU 

 

LUNCH BREAK    12:40 – 13:20 
#4 Keynote Speech / 13:20 – 13:50 

 Anna Dembińska 
Warsaw University of Technology, POLAND  

Predicting Missing Data Using Inactivity Times of Components Upon System Failure 
 

SET UP BREAK   13:50 – 14:00 
 

SESSION E ( 14:00 – 15:40 ) 
SESSION CHAIR: Prof. Dr. Leda MINKOVA 

BERLIN MEETING ROOM 
 

14:00 – 14:20  
PAPER TITLE : Using HMD Methods Protocol to Estimate Turkish Population at the 

Advanced Ages 
AUTHOR(S) : Özer BAKAR, Murat BÜYÜKYAZICI, İsmet KOÇ 
 
14:20 – 14:40  
PAPER TITLE : On a Splitting Method for Solving the Nonlinear Schrödinger Equation and Its    

Generalization to the Manakov System 
AUTHOR(S) :  Michail TODOROV, Meglena LAZAROVA, 
14:40 – 15:00  
PAPER TITLE :  Development of a Deep Learning-Based Hybrid Model for Diagnosing Lung 

Cancer Using CT Scan Images 
AUTHOR(S) : Yasemin GÜNTER , Ayşenur ÖZTÜRK, Fatma NOYAN TEKELİ 
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15:00 – 15:20  
PAPER TITLE  : Airport Customer Segment Ranking: Hybrid TOPSIS Approach 
AUTHOR(S)  : Beyza AHLATÇIOĞLU ÖZKÖK, Serhan KARADENİZ, Sezin ÖZTÜRK 
 
15:20 – 15:40  
PAPER TITLE :  The Integration of Artificial Intelligence Tools in Teaching Statistics 
AUTHOR(S) : Laura ASANDULUI, Christiana SANDU 

TEA & COFFEE BREAK   15:40 – 16:00 
 

SESSION F ( 16:00 – 17:30 ) 
SESSION CHAIR:  Prof. Dr. Ismihan BAYRAMOGLU 

BERLIN MEETING ROOM 
 
16:00 – 16:20  
PAPER TITLE :  Smart Classrooms of the Future: AI-Driven Support for Teachers and 

Students 
AUTHOR(S) :  Laura PAGANI, Paolo GEMELLI 
 
16:20 – 16:40  
PAPER TITLE :  Hybrid Waste Management System: Sensor and Vision-Based Data   

Collection and Artificial Intelligence-Based Classification 
AUTHOR(S) :  Bedirhan Gürsu,Berkant Özkan, Eren Okumus, Ömer Faruk Gülhan, Özden 

Niyaz 
16:40 – 17:00  
PAPER TITLE :  Simulation Framework for Real-Time Management and Control of 

Manufacturing Systems 
AUTHOR(S) :  Iwona LAPUNKA, Piotr WITTBRODT 
 
17:00 – 17:20 
PAPER TITLE :  Lung and Colon Cancer Histopathological Image Classification Using Deep  

Learning Approaches 
AUTHOR(S) : Oussama Bouguerra, Youcef Brik, Bilal Attallah 
 

17:20 – 17:30 ( CLOSING SPEECH ) 
: Prof. Dr. Ismihan BAYRAMOGLU, Izmir University of Economics 

  Conference Chair 
 

END OF CONFERENCE 
27 APRIL 2025 SUNDAY 
PISA & LUCCA CITY TOUR WITH GUIDE 

Please check conference social program for more informatio 
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Conditionally specified bivariate models: old and new 

Barry C. Arnold and Ashis SenGupta 
 University of California, Riverside, USA 

 

Abstract:    

 

A sample of old and new examples of conditionally specified bivariate models will be 

discussed. Cases with conditionals in exponential families are well-known. Some related 

parallel constructions are possible in non-exponential family settings. In all cases the 

Stephanos-Suto-Levi-Civita functional equation plays a key role. 
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RANDOM EFFECT FUNCTIONAL COX REGRESSION MODEL 

 
Deniz INAN1, Ufuk BEYAZTAS2, Carmen D. TEKWE3, Xiwei CHEN3, Roger S. ZOH3  

 

1Department of Statistics, Marmara University, Turkey e-mail: denizlukuslu@marmara.edu.tr 

2Department of Statistics, Marmara University, Turkey e-mail: ufuk.beyaztas@marmara.edu.tr 

3Department of Epidemiology and Biostatistics, Indiana University, School of Public Health email: 

ctekwe@iu.edu 

3Department of Epidemiology and Biostatistics, Indiana University, School of Public Health email: 

xiweichen@iu.edu 

3Department of Epidemiology and Biostatistics, Indiana University, School of Public Health email: rszoh@iu.edu 

 

Abstract 

 

we introduce a functional linear Cox regression model with frailty to address unobserved 

heterogeneity in survival data involving functional covariates. Although conventional Cox 

models and their functional extensions are widely used, they are limited in handling frailty 

effects or random components for capturing individual differences not explained by observed 

covariates. Our proposed model integrates both scalar and functional covariates with a frailty 

term to account for unmeasured influences, thereby providing a robust framework for survival 

analysis in high-dimensional settings. We derive parameter estimates using functional principal 

component analysis and employ penalized partial likelihood to accommodate the frailty 

structure. A comprehensive simulation study demonstrates the model’s superior performance 

in terms of estimation accuracy and predictive capability over traditional functional linear Cox 

regression models and penalized functional regression models, especially under high-frailty 

conditions. In addition, we apply the proposed method to the analysis of a dataset from the 

National Health and Nutrition Examination Survey, revealing significant associations between 

physical activity patterns and mortality, even in frail subpopulations. Our results underscore the 

effectiveness of the proposed method in accurately capturing the complexity of survival data 

with both functional predictors and frailty, highlighting its potential applications in biomedical 

research where unobserved heterogeneity plays a critical role. Our method has been 

implemented in the fcoxFr R package.  

 

Key Words: Cox regression; Functional principal component analysis; Frailty; Model 

selection; Smoothing 
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A DEEP LEARNING APPROACH TO SPATIAL FUNCTIONAL 

REGRESSION WITH MIXED COVARIATES 

 
Merve BASARAN1, Ufuk BEYAZTAS1,  

 

1Marmara University, Istanbul, Türkiye basaran.merve@icloud.com 

1Marmara University, Istanbul, Türkiye ufuk.beyaztas@marmara.edu.tr 

 

Abstract 

 

This paper introduces a novel spatial functional deep learning framework for modeling scalar 

outcomes using both scalar and functional predictors while accounting for spatial dependence. 

The proposed approach consists of two key stages: first, the spatial autocorrelation parameter 

is estimated using a functional principal component-based spatial scalar-on-function regression 

model; second, the scalar outcome is predicted using a functional deep neural network, where 

the first layer, termed the functional layer, efficiently handles functional covariates. To assess 

the effectiveness of the proposed method, we conduct a series of Monte Carlo simulations under 

both linear and nonlinear settings, comparing our approach against a non-spatial functional deep 

neural network and a linear spatial functional regression model. Additionally, we evaluate the 

predictive performance of the proposed method on an empirical dataset. Our findings indicate 

that the proposed spatial functional deep learning approach outperforms existing methods when 

spatial dependence is moderate to strong, particularly in scenarios involving nonlinear 

relationships. Furthermore, the method remains competitive even in cases of weak spatial 

dependence and linear relationships. 

 

Key Words: Functional data; Functional principal component analysis; Neural network; 

Prediction; Spatial dependence 
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FORECASTING THE PROCESS OF SCREENED/RANDOMIZED 

PATIENTS AND OPTIMAL EARLY STOPPING TIME IN 

MILTICENTRE CLINICAL TRIALS  

 
Volodymyr ANISIMOV1  

 

1Data Science, Center for Design & Analysis, Amgen, London, UK; vanisimo@amgen.com 

 

Abstract 
 
In randomized multicentre clinical trials, the patients typically undergo a screening process before 
being randomized into the trial with some probability. The success of a trial often depends on 
accurately forecasting the time required to archive the target sample size while minimizing over-
sampling. 
A novel analytic methodology for jointly modeling patient screening and randomization processes is 
introduced. The arrival of patients for screening is modelled using a Poisson-gamma model 
developed in the author's earlier work [1.2], where the flows of patient arrival at different clinical 
centres follow doubly stochastic Poisson processes with the rates treated as independent gamma 
distributed random variables. Center initiation times are accounted for as fixed or random variables. 
The subsequent randomization of patients after completion screening, considering their probability 
of randomization, is described using hierarchic binomial or beta-binomial models. 
To forecast at interim time the remaining number of patients to be randomized and time to stop 
trial, first the process of patients arriving for screening is investigated. The parameters of a Poisson-
gamma model describing this process are estimated using maximum likelihood technique proposed 
in [1,2]. The posterior rates in individual centres for this model also have gamma distribution with 
parameters calculated using Bayesian adjustment and individual centre data (the number of 
recruited patients and the recruitment window).  
For predicting the process of randomized patients out of the patients in screening, a new 

technique is proposed leveraging an approximative Poisson-gamma process. This 

approximation uses the approach developed in [3]. Additionally, an innovative optimal stopping 

rule is derived. It is proposed to stop recruitment prior to reaching a sample size accounting for 

predictive number of randomized patients among those still in the screening pipeline to 

minimize over-sampling. Analytic expressions for the optimal stopping rule are provided 

accounting also for potential errors in estimating the probability of randomization. The 

developed methodology is validated through R-based simulations. 
 

Key Words: Multicentre clinical trial; Screening/randomization process; Poisson-gamma 

recruitment model; Forecasting; Optimal stopping time  
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ROBUST INFERENCE FOR A FAT-TAILED SKEW DISTRIBUTION 
Aysen D. AKKAYA1, M. Qamarul ISLAM2,  

 

1 Department of Statistics, METU, 06800 Ankara, Turkey: akkay@metu.edu.tr 

2 Department of Statistics, METU, 06800 Ankara, Turkey: mislam@metu.edu.tr 

 

Abstract  

 
Non-normal behavior of data distorts the linearity of the likelihood methodology and, hence, the 

resulting maximum likelihood (ML) estimators cannot be obtained in explicit form. The use of 

modified maximum likelihood (MML) method resolves this problem and provides robust and explicit 

estimators for the parameters of interest (e.g. location and scale) [1]. However, its use in machine 

learning-based studies is limited due to the requirement that the values of the involved shape 

parameters should be known. In the case of unknown shape parameters, an adaptive modified 

maximum likelihood (AMML) method has been proposed in the literature [2, 3], which combines the 

MML method with the well-known Huber inference methods. The non-normality considered here 

can be expressed in terms of asymmetry and fat-tailedness of the relevant distribution. In this study, 

the estimators are developed by using the AMML method for a skew-t distribution. This distribution 

has tails fatter than a normal distribution and it also exhibits skewness, thus making it suitable to 

model data depicting non-normal behavior which is commonly observed in various fields of research. 

Efficiency and robustness of AMML estimators are investigated by extensive simulation study and 

their properties are compared with least squares (LS) and MML estimators. Relevant tests of 

hypothesis are developed and explored for their desirable properties. We also provide several 

applications where the use of such distribution is justified in terms of meaningful statistical 

hypotheses. 

 

 

Key Words: Adaptive modified maximum likelihood estimator; Least square estimator; Modified 

maximum likelihood estimator; Skew-t distribution; Test of hypothesis. 
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Abstract  

 

Panel data regression models play a crucial role in various disciplines, including economics, 

social sciences, and medical research, due to their ability to capture individual-specific 

heterogeneity and inter-temporal dynamics. Despite their advantages, traditional estimation 

techniques, particularly least-squares-based methods, are highly sensitive to outliers and data 

contamination, which can lead to biased parameter estimates and unreliable statistical inference. 

Addressing this limitation, we propose a robust estimation approach for linear panel data 

models with random effects based on the density power divergence (DPD) criterion. Our 

approach leverages the minimum density power divergence estimator (MDPDE) to achieve 

a balance between efficiency and robustness by incorporating a tuning parameter that controls 

the trade-off between robustness and efficiency. In contrast to traditional approaches, which 

rely on strict model assumptions such as normality and homoscedasticity of errors, our proposed 

estimator is developed to reduce the adverse effects of different types of outliers, including 

block-concentrated outliers that tend to cluster within specific cross-sectional units. The 

asymptotic properties of the proposed estimator and its robustness are thoroughly illustrated. 

Furthermore, we evaluate its finite-sample performance through extensive simulation studies 

and an empirical analysis of real-world climate data. Our findings suggest that the proposed 

method outperforms traditional and existing robust methods, particularly in the presence of 

contaminated data, ensuring robust and efficient inference in empirical research. 

 

Key Words: Panel data; Robust estimation; Least squares; Random effects; Density power 

divergence 
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Abstract  

 

Spatial autoregressive scalar-on-function quantile regression is a powerful regression model for 

characterizing the entire conditional distribution of a scalar response variable. It achieves this 

by considering the spatial dependence structure as an additional estimator alongside a specific 

functional regressor for data sets containing spatially dependent units.  Most existing 

approaches based on functional quantile regression estimators may often compromise the 

consistency of the estimators for the parameters of interest in the estimation of this model. This 

arises from their ignore of the spatial dependence structure. In this context, we present two 

innovative estimation procedures designed to accurately and efficiently estimate the spatial 

autocorrelation parameter and the regression coefficient function by taking into account spatial 

dependency in the spatial autoregressive scalar-on-function quantile regression model. Our 

procedures project the functional regressor, which belongs to an infinite-dimensional space, 

onto a finite dimensional space spanned by orthogonal eigenfunction bases using functional 

principal component analysis. Subsequently, spatial dependence is improved through a set of 

instrumental variables in the approximate model obtained by replacing the functional regressor 

with its projections onto these bases. As a result, the final estimators are obtained based on this 

refined approximate model. The estimation performance of the proposed procedures is 

evaluated using a series of Monte Carlo experiments and an empirical dataset. The results 

indicate that the proposed procedures demonstrate favorable performance compared to existing 

methods. 
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Abstract  

We consider a coherent system consisting of two types of randomly selected components. The 

first type of components have lifetimes 𝑋1, 𝑋2, . . . , 𝑋𝑛1
 with joint distribution function 

𝐹(𝑥1, 𝑥2, . . . , 𝑥𝑛1
), and the second type of components have lifetimes 𝑌1, 𝑌2, . . . , 𝑌𝑛2

with joint 

distribution function 𝐺(𝑦1, 𝑦2, . . . , 𝑦𝑛2
).  

The components' lifetimes of this system are 𝑊1, 𝑊2, . . . , 𝑊n, where 𝑛 = 𝑛1 + 𝑛2 and 𝑊𝑖 is 

either 𝑋𝑘, 𝑘 𝜖 {1,2, . . . , 𝑛1} or  𝑌𝑗, 𝑗 𝜖 {1,2, . . . , 𝑛2}.  

The reliability of the system is studied for particular multivariate distributions under the 

condition of exchangeability of random variables 𝑋1, 𝑋2, . . . , 𝑋𝑛1
and 𝑌1, 𝑌2, . . . , 𝑌𝑛2

. Some 

numerical calculations in tables and some illustrative graphs are provided. 
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Abstract  

 

The rapid advancement of modern technologies has amplified the need for robust and reliable 

system designs, particularly in machinery where component failure can lead to costly downtime 

or hazards. In this study, we analyze a complex coherent system composed of one active 

component and N−1 redundant components, where each component includes two dependent 

subcomponents. Assuming dependency between subcomponents introduces a realistic layer of 

complexity often observed in practical applications. The system under consideration is coherent 

and monotonic, implying that system performance improves as more components remain 

functional. We derive the system’s reliability function and examine the impact of redundancy 

in the presence of subcomponent dependence. Furthermore, we conduct a cost analysis based 

on reliability and probabilistic considerations, offering insights into optimal system design from 

both performance and economic perspectives.  

 

Key Words: Order statistics, distributions of sums of random vectors, reliability function, 

cost function 
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Abstract:  

We review the longstanding debate between information theorists and financial economics on the 

asymptotic distribution of optimal investment. We show that maximization of the log of wealth, that 

is commonly known as Kelly rule, may be actually impossible to reach in a general setting in which 

the dynamics of the one period returns are represented a process with stochastic time. As it is well 

known, this covers all the cases in which returns are semi-martingale processes. The topic is 

illustrated using the Variance Gamma model, with the specific functional shape that is currently used 

as the representation of the dynamics of asset prices in state of the art option pricing theory.   
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Abstract 

 

Two catastrophic earthquakes of magnitudes 7.7 and 7.6 struck Turkey on February 6, 

2023. These earthquakes, among the most devastating in Turkey's history, struck 11 cities and 

caused significant property damage, economic disruption, and fatalities. Reports prepared on 

damage assessments and economic loss estimations carried out as quickly as possible after the 

earthquake have gained importance. 

For the International Labour Organization (ILO), the Adhoc Research Company 

conducted a study in 2024. To evaluate the current situation of businesses and their recovery 

efforts in earthquake-affected areas and examine the economic impact on the labour market, the 

"Enterprises Survey in Post-Disaster Setting" study was started and reported on March 2024. 

Due to regional differences, cities were affected by the earthquake to different degrees. Except 

for Gaziantep, where the scope of reconstruction was significantly limited, the analysed data 

came from the responses of enterprises in Hatay, Kahramanmaraş, Adıyaman, and Malatya. In 

this report, data from 579 enterprises in the mentioned provinces were included in the 

evaluation of the impact of the earthquake.  

In this study, it is aimed to rank the four provinces affected by the earthquake according 

to losses in business. While determining the situation of the provinces in terms of job losses 

after the earthquake, eleven criteria were considered from the report. The Kemeny Median Rank 

Accordance (KEMIRA-M) method, one of the multi-criteria decision-making methods, was 

used to rank the provinces. In this method, the criteria are divided into two groups. This study 

considered eleven criteria taken from the report on job losses in the provinces after the 

earthquake. Five criteria (loss of life among business employees, permanent physical disability 

among business employees, physical damage to business real estate, loss/damage to production 

tools/equipment, and reduction in talent/candidate pool) were examined under the title "Human 

and Operational Losses." Six criteria (product losses, market losses, supplier losses, customer 

losses, raw material losses, and distributor losses) were examined under "Commercial and 

Economic Losses." Then, the ranking that minimizes the difference between the criteria priority 

rankings determined by three experts was determined as the median priority component (MPC). 

The RANking COMparison (RANCOM) method was also used for criteria weighting according 

to the MPC. The consistency of the weights obtained was checked with triad consistency. Then, 

the weight pair sets for the two criteria groups were used to find the minimum total absolute 

weighted average differences and the final ranking of the provinces. 

As a result of this study, knowing the rankings of the provinces affected by the 

earthquake according to losses in business will guide the decision on which province to start 

planning for revitalizing the labour market and economic structures. 
 

Key Words: KEMIRA-M; RANCOM; Triad Consistency; February 6 Earthquake. 
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Abstract 
Investment projects frequently undergo evaluation based on diverse criteria, including economic, 

social, environmental, and additional relevant factors [1, 2]. Each project is assigned points reflecting 

its performance in these criteria. 

Due to limited budgets, not all qualified projects can be fully funded. This creates a challenging 

decision-making situation, where funding organizations need to select the best projects while 

maximizing both the number of approved projects and their overall quality. Additionally, practical 

funding decisions often result in partial rather than full financial support, requiring fractional 

resource allocation. 

This paper proposes a multicriteria mixed-integer optimization model explicitly designed to allocate 

limited financial resources among competing investment projects by maximizing both the number of 

approved projects and their cumulative quality scores. The proposed approach allows partial funding, 

thereby enhancing flexibility and ensuring efficient utilization of available resources. The applicability 

and benefits of the proposed model are demonstrated through illustrative examples.  

Key Words: investment projects; multicriteria optimization; mixed-integer linear 

programming; resource allocation 
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Abstract  

 

Image segmentation is the process of dividing an image into parts according to different features 

and making each part meaningful. Threshold-based segmentation is the most commonly used 

image segmentation method. These approaches are divided into two categories: bi-level and 

multi-level. The image is divided into two or more groups according to a threshold value by 

using threshold-based segmentation methods. In particular, they have been used extensively for 

grayscale images and are an advantage due to their low cost of computation. Multilevel 

thresholding, an extended version of bi-level thresholding, divides the image into many regions 

based on multiple thresholds. For this reason, multi-level thresholding is more appropriate for 

real-world problems. Otsu’s method, Kapur entropy, Masi entropy, Renyi entropy, and Tsallis 

entropy are the most common thresholding methods. However, when these methods are used, 

the segmentation performance decreases as the threshold level increases, and the computational 

cost rises exponentially. In order to overcome this problem, the use of metaheuristic algorithms 

has become very widespread. In this study, an opposition-based metaheuristic algorithm is 

proposed. The proposed meta-heuristic algorithm is developed using the objective functions of 

the Otsu and Kapur thresholding methods and applied to the medical images. It is compared 

with well-known metaheuristics to evaluate the performance of the proposed algorithm. 

Experimental results show that the proposed algorithm is superior to the other algorithms in 

terms of MSE, PSNR, SSIM, and FSIM as performance metrics. 

 

 

Key Words:  multilevel thresholding; Otsu; Kapur; metaheuristic algorithm; image 

segmentation.   
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Abstract  

 

Entrepreneurship plays a crucial role in economic progress as entrepreneurs, by investing and 

creating jobs, induce high economic growth in their country[1]. Since there are considerable 

start-up and running costs involved in starting up and running a business, the entrepreneurs seek 

large external loans at low interest rates. Financial intermediation can meet the financing needs 

of entrepreneurs because financial intermediaries can distribute funds at reasonable costs [2] 

and enable entrepreneurs to operate with minimal operating expenses boosting entrepreneurial 

activities that would otherwise fail due to too high operating costs. We employ a worldwide 

heterogeneous unbalanced sample consisting of 57 nations (developed and developing) from 

2006 to 2021, considering information about two key types of financial intermediaries: 

commercial and cooperative. In our dataset the entrepreneurship is measured by the number of 

new business registrations per 1,000 persons aged 15-64; the financial development is measured 

by the number of commercial banks per 100,000 adults or cooperative banks and credit unions 

per 100,000 adults and we use as control variables the GDP, TRADE OPENNESS, 

EDUCATION, GOVERNMENT CONSUMPTION, TAXES POPULATION DENSITY.  We 

propose both OLS and FE regression to explore the nexus under analysis and to assess whether 

the type of bank influences the relationship, in line with the view of Dutta and Meierrieks (2021) 

[3]. However one of the main limitations of OLS and FE approaches is endogeneity, resulting 

from omitted variables or reverse causality. To address such problems, the instrumental 

variables approach developed by Lewbel (2012) [4] is used. This method proves particularly 

useful when there is a lack of reliable external instruments ([5]; [3]) and also allows several 

instruments to be generated simultaneously. We include temporal dummies to control for 

omitted variables and cyclical factors, and also country dummies that allows us to capture 

sample heterogeneity. Our empirical study answer to two main research questions: (i) Does 

financial development support the entrepreneurship?, (ii) Is banking diversity necessary for 

financial development and entrepreneurship?. In this regard, the main contributions we offer to 
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the literature are the following: (i)Causal estimates of the effect of financial development on 

entrepreneurship using the IV-H approach, devised by Lewbel (2012), (ii)Considering banking 

heterogeneity. Based on three separate estimators (OLS, FE and IV-H), the empirical evidence 

confirms the relevance of both financial intermediaries in supporting entrepreneurship, with 

commercial banks having a higher intensity than credit unions and cooperatives. In this sense, 

despite the differences in the missions of these two types of financial institutions, regulators 

and policymakers should promote procedures that encourage collaboration between the two 

types of institutions. 

 

Key Words: Entrepreneurship; Financial Development; Bank Diversity; International 

Heterogenous Sample; IV-H 

 

 

References  

 

[1] ECB's 2018 Euro Area Corporate Finance Survey 
[2] Levine, R. (1997). Financial development and economic growth: Views and agenda. Journal of 

Economic Literature, 35, 688-726. 

[3] Dutta, N, & Meierrieks, D. (2021). Financial development and entrepreneurship. International 

Review of Economics and Finance. 73, 114-126. 

[4] Lewbel, A. (2012). Using heteroscedasticity to identify and estimate mismeasured and 

endogenous regressor models. Journal of Business & Economic Statistics, 30, 67-80. 

[5] Arcand, J. L., Berkes, E., & Panizza, U. (2015). Too much finance? Journal of Economic Growth, 20, 

105-148. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

32 
 

Stochastic properties of sums of dependent random variables (risks) 
Prof. Dr. Jorge NAVARRO 

University of Murcia, SPAIN 

 
Abstract: 

We will see some recent results on stochastic ordering properties for sums of dependent 

random variables. These results can be applied to risks and to lifetimes in survival analysis or 

reliability theory. They are based on copula representations for this kind of sums (C-

convolutions) and on distortion representations. We will get results for the usual stochastic 

order (also called first-order stochastic dominance), the increasing concave order (second-

order stochastic dominance), the increasing convex order, the hazard rate order and the 

convex order. Some illustrative examples will be considered. 
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Abstract  

 

 
The nonparametric techniques used in the kernel estimation of the regression function have been 

widely investigated by many researchers since Watson-Nadaraya (1964) who applied the regression 

function to some climatological time series data by means of a kernel function. 

Since then, a large number of authors were interested in the kernel estimation of the regression 

function.  

In many stochastic models, the assumption that the random variables are independent is not 

plausible and the extent to the dependence case seems to be more convenient. One of those 

dependence structures is the rho-tilde mixing condition. 

In our work, we obtain some results for a class of kernel estimates of the regression function when 

the observed process is rho-tilde mixing and when the data belong to a sequence of compact sets 

that increases to the whole space as n grows to infinity. 

 

Key Words: regression function; kernel estimation; rho-tilde mixing condition; increasing sequence of 
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Abstract 

 
The aim of the paper is to show how time series dependencies and time lags of these dependencies 

can be used to construct forecasts. As a suitable class of models, we have chosen linear dynamic 

models, which allow us to describe the dependency between one time series in the form of an 

explanatory variable (output series) and one or more time series that appear in the form of 

explanatory variables (input series). We are interested in models that are made up of economic time 

series. It is necessary to use a tool that measures not only the intensity but also the direction of the 

dependency. Therefore, we use the cross-correlation coefficient. Specifically, we will use models with 

a transfer function to construct the model. 

In economics, it is common to know the values of some time series immediately. For example, 

the daily exchange rate of CZK (Czech crown) against the dollar and the Euro is known 

essentially on the second calendar day. Similarly, the average monthly exchange rate is known 

immediately after the end of the calendar month. In contrast, for example, the Czech Statistical 

Office publishes import and export values with a two to three months delay. If it were possible 

to model exports (imports) depending on the CZK/USD or CZK/EUR exchange rate, it would 

be possible to estimate the values of imports and exports in advance and use them to estimate 

the gross domestic product more quickly. Creating a model with a time lag allows the creation 

of forecasts when the real observed values of the explanatory variable (input series) are inserted 

into the model. Such a procedure will significantly shorten the estimation (publication) time of 

these important economic series, but will also make the forecasts of other macroeconomic 

aggregates more accurate. There are many similar examples of the interdependence of 

economic time series, including lags, as we will show in our contribution. 
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Abstract  

 

Image segmentation, a significant step in image processing, is defined as dividing an image into 

meaningful parts or regions according to specific features. Nowadays, it is widely used in 

medical images, satellite images, pattern recognition, image analysis, and security systems. The 

fuzzy c-means (FCM) algorithm is often used for image segmentation because of its simplicity 

and efficiency. However, the FCM algorithm has some drawbacks. Especially in problems with 

large and complex data sets, the computational cost increases due to the huge search space and 

its sensitivity to initial values. However, the algorithm is sensitive to noisy data, which limits 

its effectiveness and leads to unsatisfactory results. In this study, a hybrid metaheuristic 

algorithm is proposed to deal with the disadvantages of the FCM. The proposed metaheuristic 

algorithm is based on FCM's objective function. The proposed algorithm is applied to 

benchmark and medical images used in image processing. The proposed method is compared 

with well-known metaheuristic algorithms using cluster validity indices to demonstrate the 

efficiency of the algorithm. The proposed hybrid approach provides better results in image 

segmentation as it is less sensitive to initial values and noise. Moreover, the obtained results 

reveal the superiority of the proposed method over the compared methods. 
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Abstract  

 

Inactivity time of an object (an item or a system), also known as passed lifetime, is an important 

concept studied in the reliability theory. It describes the time that elapsed from the failure of 

the object to time t, given that it failed before time t. This concept is dual to another useful 

quantity in survival analysis, namely to residual lifetime of an object. The latter represents the 

time that passed from the moment t till the failure of the object, given that the object was 

working at the moment t.  

During the talk, motivated by missing data problems, I will generalize the concept of 

inactivity time of an item to inactivity times of components upon system failure. More precisely, 

for a system comprising of n components, I will define inactivity times of components upon 

system failure as times that elapsed from failures of non-surviving components to the 

breakdown of the whole system. I will show that these inactivity times do not depend on the 

structure of the system provided that the joint distribution of component lifetimes is 

exchangeable and absolutely continuous. I will also present a handy formula expressing the 

joint survival function of the inactivity times of interest. Next, I will use  

a copula to model the dependence structure among components and will express the formula 

for survival function of inactivity times in terms of this copula. Furthermore, I will demonstrate 

numerical results for some special cases with specific copulas and margins, and will derive 

limiting properties as the failure time of the system tends to infinity. Finally, I will give an 

example of application of the presented results to predicting missing medical data. 

The talk will be based on the joint work with Katherine Davis from McMaster University 

[1]. 
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Abstract 

The Human Mortality Database (HMD) [1] is the world’s leading mortality data source in 

developed countries. HMD provides researchers, policy analysts and whoever interested in 

human longevity, easy access to high quality, harmonized and detailed data. Also, database 

consists input data as vital statistics, censuses and official population estimates along with the 

step by step calculations called as methods protocol which makes the database transparent and 

trustworthy in the scientific area. Turkish Statistical Institute (TurkStat) [2] provides mortality 

data upto age 98 for deaths and upto age 90 for population counts (for thoes within de 5 year 

age group). These age limits are much lower than the upper age limit: 110, which is the HMD 

standart for each nation in the database. In this study, the statistical methods in the HMD 

protocol is applied to the Turkish mortality and population data between the years 2009 and 

2020 and the number of deaths and the population counts at the advanced ages are estimated. 
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Abstract 
In this paper we aim to demonstrate that the splitting by physical factors [1] is applicable and can be 

efficient for solving of the nonlinear Schrodinger equation [2]. Both the linear and nonlinear parts are 

treated by the Runge-Kutta method, the nonlinear term, however, is linearized by the so-called inner 

iteration. By adding of a coordinate splitting of the spatial coordinates the method can be expanded 

and relatively easily applied for (2+1)d Schroedinger equation as well as to the Manakov system. 

Then the procedure should be applied for each equation in the system. The conducted numerical 

simultions and their results are reliable and give good predictions for the material quantities and 

dynamics of the ligh. They give very good comparison with the previous papers of the authors got in 

another methods [3,4].  
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Abstract  

Lung cancer is one of the most common and life-threatening types of cancer worldwide. In 

2022, approximately 2.5 million new cases of lung cancer were diagnosed globally, 

accounting for 12.4% of all new cancer cases. In the same year, approximately 31,000 people 

in Turkey were diagnosed with lung cancer, and nearly 25,000 lost their lives due to this 

disease. These statistics highlight that lung cancer remains a significant health concern both 

globally and in Turkey. Early diagnosis and effective treatment methods are critical in 

managing the disease. Computed Tomography (CT) scans stand out as one of the most 

effective methods for diagnosing lung cancer in the healthcare sector. However, identifying 

and accurately interpreting tumors in CT scans remains a challenge for doctors and 

radiologists. At this point, Artificial Intelligence (AI) technologies come into play, facilitating 

the diagnosis of lung cancer through CT scans. Studies in this field aim to accurately detect 

abnormalities in targeted images. This study focuses on the early and accurate diagnosis of 

lung cancer from CT scans by leveraging Deep Learning (DL) strategies to enable rapid and 

precise image analysis. A hybrid model along with four deep learning models is proposed for 

the early detection of lung cancer in this research. To further enhance the performance of the 

proposed models, the hyperparameters will be automatically tuned using Grey Wolf 

Optimization (GWO). The models, namely GWO-VGG16, GWO-DenseNet, GWO-

DenseNet+LSTM, GWO-InceptionV3, and a hybrid approach called GWO-

VGG16+InceptionV3, will be applied to CT images. [3] Deep learning and Grey Wolf 

Optimization (GWO) offer remarkable advantages in the field of image classification. These 

advantages include high accuracy rates, the ability to automatically extract features, the 

capacity to work with large datasets, transfer learning capabilities, robustness against variable 

conditions, the discovery of optimal solutions, automatic hyperparameter tuning, and 

continuous progress achieved through ongoing research and development. By leveraging the 

capabilities of deep learning and GWO in image processing, the study aims to develop a faster 

and more effective lung cancer diagnosis model. The proposed four models and the hybrid 

approach will be compared using various performance metrics such as precision, accuracy, 

specificity, sensitivity, and AUC. As a result of these comparisons, a deep learning model 

focused on the early detection and classification of lung cancer using CT scan images will be 

proposed.  
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Abstract 
Airports are one of the essential infrastructures that significantly contribute to contemporary society. 

The assessment and ranking of the performance and efficiency of these decision-making units, which 

have a significant societal impact, as well as the identification of their strengths and weaknesses, have 

long been the subject of research [1]. The aim of the current research is to measure and rank the 

efficiency of airports by incorporating service quality and sentiment analysis data alongside 

operational data. As the sample, airports in Europe with a passenger traffic of 20 million or more in 

2022 were selected. Due to some data limitations, the final sample consisted of 20 airports. For 

operational data, airports have been evaluated based on total passenger numbers, aircraft 

movements, cargo tonnage, and CO2 emissions for the years 2021-2023, while passenger reviews from 

the same period have been utilized for service quality assessment and sentiment analysis. Customer 

reviews were categorized according to passenger segments on SKYTRAX, and as a result, separate 

rankings were created for the All, Solo, Business, Couple, and Family segments. Airports with lower 

mean rankings and low standard deviations, such as Leonardo da Vinci–Fiumicino Airport and Zurich 

Airport, exhibit strong and consistent performance across all passenger segments. These airports can 

be considered benchmarks of balanced service quality. Airports with low mean rankings but high 

standard deviations, such as Istanbul Airport, demonstrate strong performance in certain segments 

while needing targeted improvements in others. This highlights the importance of tailoring services to 

meet the needs of diverse traveler groups. Additionally, the analyses reveal which airports have lower 

rankings in certain categories and higher rankings in others. Airports like Lisbon Airport display high 

mean rankings with low standard deviations, indicating consistent underperformance across 

segments. Such cases sug- gest systemic issues requiring comprehensive improvements. Airports such 

as Adolfo Suarez Madrid–Barajas Airport and Oslo Airport, Gardermoen, with high standard deviations, 

experience significant ranking variability. These findings suggest that service quality varies significantly 

depending on the passenger type, necessitating a segmented approach to service enhancement. As a 

result of the study, a new method was utilized for airport sector efficiency analysis, incorporating 

service quality and sentiment analysis scores alongside operational data. This approach allows airports 

to not only determine their overall position but also identify areas for improvement within specific 

customer segments. 
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Abstract 

 
In the artificial intelligence and data-driven era, teaching statistics has become increasingly 

challenging. Classical statistical methods, which are commonly used in statistics education, rely on 

probability theory and require specific assumptions about data distributions. Artificial intelligence 

tools focus on large datasets that are hypotheses free.  

The purpose of teaching traditional statistics is to develop statistical thinking and to provide an 

understanding of statistical methods. Traditional statistics focus on statistical concepts, problem-

solving skills, data collection methods (e.g. sampling design), and the appropriate statistical methods. 

Instructors can help students understand statistical methods and reasoning, as well as interpret the 

results. 

The challenge for instructors is to integrate artificial intelligence tools into statistics 

education while leveraging the advantages of both traditional statistical methods and artificial 

intelligence approaches. Artificial intelligence tools can handle larger, more complex datasets 

and reveal elaborate patterns. Teaching fundamental statistics fosters rigorous analytical skills, 

while artificial intelligence tools provide new possibilities for analyzing complex data.  
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Dear Colleagues, 

The 5th International Conference on Artificial Intelligence, Smart Technologies and Engineering 

Applications (INVENT-2025) aims to provide an excellent international forum for sharing the research and 

developments, and their results in the constantly evolving fields of Artificial Intelligence, intelligent 

systems and application of Intelligent Systems in various engineering fields. The first four episodes of the 

INVENT conference focused on smart energy systems and applications. However, the conference 

organizing committee decided to broaden the scope of the conference and in addition to smart energy 

systems, cover the new smart technology trends such as AI, machine learning and engineering applications 

in order to bring together larger number of distinguished scientists and enhance the degree of interaction. 

The INVENT-2025 conference will cover Artificial Intelligence, Machine Learning, Pattern Processing, 

Smart Energy Systems, Automation and Optimization, Robotics, IoT, Sensors, Telecommunication 

Networks and Systems, Biomedical Systems and Engineering Innovations, Data Science and Analytics, 

Artificial Intelligence and Cyber Security, Smart Cities, Human-Computer Interaction , User Experience 

Design, Block-Chain Applications in Industry, Sustainable Production with Smart Technologies, VR, AR, 

ER, Data Processing with Sensors, Evolutionary Calculations (Genetic Algorithms, Evolution Strategies, 

Particle Swarm Optimization etc.), Processing of Electromagnetic and Acoustic Waves, GAI in Education. 

The conference will provide a platform where the latest developments, research results, projects and 

industrial experiences in the above-mentioned fields will be discussed by researchers working in both 

academia and industry. Authors are invited to contribute to the conference by submitting articles showing 

their work in relevant fields. 

Submitted papers will be peer-reviewed by the technical committee members. Accepted and registered 

conference papers will be published in the conference e-proceedings in the MDPI Computer Sciences & 

Mathematics Forum journal (ISSN 2813-0324) if requested by the author. for more information please 

visit publication page 

We kindly wait for your attendance to our conference to be held on 25 – 27 April 2025 in Bologna, ITALY 

All informations are available in conference web site. For more information please do not hesitate to 

contact us. info@inventconference.com 

Prof. Dr. Hasan AMCA 

International Conference Chair 
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Abstract: Artificial Intelligence (AI) is revolutionizing education by enhancing personalized learning 

and student well-being. This study presents an AI-Driven Classroom Council, a multi-agent system 

designed to support teaching, foster collaboration, and monitor students' emotional states. Specialized 

AI agents—virtual teachers, tutors, psychologists, and SEN advisors—work together to create an 

inclusive learning environment. Case studies highlight AI-assisted STEM support and concept 

mapping for SEN students. Ethical concerns are addressed through expert supervision. Findings show 

reduced academic stress, improved engagement, and personalized learning. This research explores 

AI’s potential to transform digital education while ensuring fairness, privacy, and scalability. 

Keywords: GAI assisted education, Personalized Learning, Student Well Being 

 

1. Introduction 

The integration of Artificial Intelligence (AI) in education is transforming traditional learning 

environments, offering unprecedented opportunities to enhance personalised learning, student well-

being, and teaching efficiency [5]. AI-driven solutions are reshaping the educational landscape by 

providing adaptive learning experiences, real-time student monitoring, and personalised interventions. 

With AI's growing role in learning, educators and policymakers seek innovative methods to implement 

AI responsibly and ethically within classrooms [4]. 

This paper introduces the AI-Driven Classroom Council, a multi-agent AI-based system designed to 

support teachers, enhance student engagement, and provide individualised learning pathways. The 

system includes AI-powered virtual educators, tutors, psychologists, and special education advisors 

(SEN agents) who collaborate to ensure students receive appropriate, tailored support. This research 

presents the system’s architecture, explores its potential impact through case studies, and discusses the 

ethical and practical implications of deploying AI in education. The aim is to demonstrate how AI 

enhances learning efficiency, emotional support mechanisms, and classroom management strategies 

while ensuring that human educators remain central in the learning process. 

.  

2. AI-Driven Classroom Council Architecture 

The AI-Driven Classroom Council is a multi-agent system where specialised AI entities work together 

to optimise classroom management, teaching methodologies, and student assistance [6]. These agents 

interact dynamically to assess student needs, adapt educational content, and monitor cognitive 

engagement. The system is structured to allow seamless interaction between AI components and human 

educators, reinforcing the teacher’s role in the classroom while automating labour-intensive tasks. 

 

2.1 System Components and Interactions 

The system comprises the following key agents: 
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 AI Principal Agent: Oversees system functionality, ensuring compliance with educational 

standards and optimising pedagogical methodologies. 

 AI Subject Teachers: Provide adaptive instruction, tailored lesson materials, and real-time 

feedback based on student performance analytics [8]. 

 AI Tutor Agent: Offers homework assistance, concept clarification, and individualised study 

plans based on detected student learning gaps. 

 AI SEN Support Agent: Customises learning resources for students with Special Educational 

Needs (SEN), ensuring accessibility and inclusivity [3]. 

 AI Psychological Support Agent: Uses sentiment analysis, linguistic markers, and biometric 

data to detect stress or disengagement, offering psychological interventions [1]. 

 AI Cognitive Monitoring Agent: Tracks cognitive load, attention levels, and engagement using 

EEG, eye-tracking, and biometric feedback to assess student focus and prevent burnout [2]. 

 AI Coordinator Agent: Manages data exchange between agents, ensuring that interventions are 

timely and optimally aligned with student progress. 

Each agent continuously communicates with teachers and administrators, ensuring that AI 

recommendations align with human expertise and pedagogical best practices. 

2.2 Enhanced Learning Cycle 
The AI-driven learning cycle follows a continuous feedback loop: 

1. Data Collection – AI monitors student engagement, cognitive state, and academic performance. 

2. Processing & Analysis – AI aggregates and interprets student data, detecting potential struggles or 

areas of improvement. 

3. Intervention & Adaptation – AI suggests tailored content modifications and real-time interventions. 

4. Teacher Oversight & Decision-Making – Educators review AI suggestions and implement 

personalised learning strategies. 

5. Evaluation & Optimization – AI tracks the success of interventions, refining future recommendations. 

This framework ensures a balance between AI-driven insights and human expertise, maintaining 

teacher authority while maximising student success. 

3. Teacher-AI Collaboration: Benefits for Educators and Students 
One of the primary concerns in the adoption of AI in education is its perceived role in replacing 

teachers. However, the AI-Driven Classroom Council is designed to function as an enhancement tool 

rather than a replacement, focusing on augmenting teachers’ capabilities while ensuring that human 

educators remain central in the learning process. 

The collaboration between AI and teachers fosters a dynamic educational environment where both 

parties complement each other's strengths. AI provides data-driven insights, automates repetitive tasks, 

and offers adaptive learning recommendations, but the human element ensures creativity, emotional 

intelligence, and mentorship, which are irreplaceable aspects of teaching. 

The AI-Driven Classroom Council creates a symbiotic relationship where teachers can use AI-

generated analytics to tailor their instruction more precisely. This hybrid approach reduces teacher 

burnout by minimizing administrative burdens while enabling real-time identification of struggling 

students. AI also enhances teachers' ability to implement differentiated instruction, ensuring that each 

student progresses at their own pace. 

 

 

 

 

 

 

 

 



 
 

48 
 

 

 

Table 1: Comparison Between Traditional and AI-Assisted Teaching 

 

Aspect Traditional Teaching AI-Assisted Teaching 

Lesson Planning Manual preparation AI suggests personalized adjustments 

Student Monitoring 
Based on teacher 

observation 
AI tracks cognitive load & emotions 

Administrative Tasks Time-consuming Automated grading & attendance 

Early Interventions Delayed detection 
AI flags potential learning issues in 

real-time 

Feedback 

Mechanism 
Periodic evaluations Continuous AI-driven feedback loops 

Engagement Strategy Static lessons Gamification & interactive learning 

 

AI and teachers working together enhance student engagement, streamline curriculum 

adjustments, and foster personalized learning environments that benefit both students and educators 

alike. 

4. Ethical Considerations & Data Privacy 
With AI’s expansion in education, ethical concerns and regulatory compliance are critical factors. 

To address privacy risks and biases, the AI-Driven Classroom Council ensures: 

 Transparency and Explainability: AI-driven decisions are clearly interpretable and communicated to 

students and educators. 

 Bias Detection & Fairness Audits: AI models undergo regular audits to eliminate discriminatory biases 

related to learning abilities, disabilities, or socio-economic factors. 

 Privacy & Data Protection: Student data is anonymized, encrypted, and stored securely in compliance 

with GDPR and FERPA regulations [4]. 

 Human-Centric AI Design: AI augments teachers' roles rather than replacing them, fostering an AI-

assisted but human-led classroom environment. 

 

5. Future Directions and Implementation Challenges 

 
As AI-based education expands, several challenges need to be addressed to enhance its real-world 

applicability and ensure equity in learning outcomes. The following areas require further research and 

development: 

 Longitudinal Studies: To assess AI’s long-term impact on student success rates, retention, and 

emotional well-being, large-scale studies must be conducted in diverse educational settings. 

 Expanding Adaptive Learning Capabilities: Future work should improve AI’s ability to cater to 

different cognitive styles, learning disabilities, and multilingual environments. 

 Teacher Training Programs: Effective AI implementation requires extensive training for educators to 

seamlessly integrate AI tools into their teaching methodologies while maintaining authority over 

pedagogical decisions. 

 Regulatory and Ethical Considerations: Policies need to be developed to guide responsible AI use in 

education, ensuring data privacy, algorithmic fairness, and student rights protection. 

 Scalability & Infrastructure Development: Future AI-driven classroom models should be designed to 

scale across various education systems worldwide while considering technological limitations in lower-

resource settings. 

Additional Considerations: 



 
 

49 
 

 Implementation and Scalability: While AI-driven solutions promise to transform education, their 

implementation in traditional school settings remains a challenge. Many schools lack the technological 

infrastructure and financial resources to support such advanced AI systems. Furthermore, integration 

with existing curricula and teaching methodologies may require significant restructuring. 

 Dependence on AI: Despite emphasizing AI as a supportive tool rather than a replacement, there 

remains a risk that over-reliance on AI could diminish the role of human educators. The irreplaceable 

aspects of teaching—such as emotional intelligence, mentorship, and creative adaptability—must 

remain central in AI-assisted learning environments. 

 Privacy and Security of Data: The collection and analysis of biometric data (such as EEG tracking, eye 

movement monitoring, and sentiment analysis) introduce potential privacy risks. Ensuring compliance 

with GDPR and other privacy regulations is crucial to protect students from potential misuse of their 

sensitive data. 

The collaboration between teachers and AI is not about replacement but empowerment—giving 

educators the tools they need to provide effective, personalized, and engaging learning experiences for 

students in the digital age. 
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I. EXTENDED ABSTRACT 
This study presents a novel hybrid waste management system that integrates sensor-based data 

collection, vision-based inspection, image processing, and artificial intelligence (AI)-based classification. 

To address the limitations of traditional waste collection methods, which typically rely on fixed schedules, 

a prototype system was designed and simulated on the Yıldız Technical University Davutpaşa Campus. 

The prototype aims to determine the fill levels of waste containers as accurately as possible, reduce 

unnecessary collection trips, and optimize vehicle routing. By doing so, the system helps decrease 

operational costs, fuel consumption, and environmental impact, thus contributing to more sustainable 

campus-wide waste management [1-3]. The core innovation lies in combining ultrasonic sensor 

measurements with vision-based validation and classification models to detect fill levels and ensure that 

waste containers are collected at the right time. System overview is shown in Fig.1. 

 

 

Fig. 1. Hybrid waste management system overview. 
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For sensor-based data collection, the HC-SR04 ultrasonic sensor was chosen to provide accurate 

distance measurements while mitigating common issues with infrared sensors, such as susceptibility to 

ambient light or heat. The system is designed to place each HC-SR04 sensor at a specific position on the 

waste container, allowing continuous detection of the trash level. The sensor data are transmitted 

wirelessly via the nRF24L01 module to a Raspberry Pi-based processing unit. The wireless 

communication component ensures that data from multiple containers can be gathered effectively without 

needing extensive wiring, which can be both costly and cumbersome for large-scale deployments. The 

Raspberry Pi processes incoming sensor data collected from trash bins with varying fullness capacities. 

Subsequently, a simple regression model is applied on the computer to estimate the percentage fill level 

of each container. The output of this regression process is then stored in a cloud database for real-time 

access and further decision-making [4]. This step makes it possible to integrate results from multiple 

sensors across the campus and update the waste management system’s central control dashboard instantly. 

An AI-driven image classification mechanism complements the sensor data by detecting anomalies 

or errors in the ultrasonic readings, enabling visual confirmation using image processing techniques [5-7]. 

In this hybrid approach, each container can be photographed to verify sensor output when necessary, 

especially if the sensor data exhibit unusual patterns or sudden changes. The image processing pipeline 

involves basic operations such as resizing, noise reduction, and contrast enhancement, ensuring that the 

inputs are suitably clear for classification. In future implementations, drone-based imaging can further 

support this validation process by flying over multiple container locations and capturing images without 

requiring manual intervention. This drone-assisted approach can be especially advantageous in large or 

hard-to-reach areas, improving both efficiency and safety for the personnel involved in waste management 

[8,9]. 

To enhance waste classification, a deep learning approach leveraging the YOLO object detection 

algorithm was employed [10]. A custom dataset of 150 labeled images was compiled, consisting of 75 

images labeled as “Empty” and 75 labeled as “Full,” captured from various angles and fill levels as shown 

in Fig. 2. These images reflect typical conditions found on the university campus, including variations in 

lighting and slight obstructions such as partially covered containers. The collection of a custom dataset 

was necessary because publicly available waste container image datasets did not fully match the specific 

conditions or label structure required for this project. Once assembled, the images were used to train a 

YOLOv8 model, which was selected due to its ability to provide rapid detection and classification in real-

time scenarios. The model’s output which has shown in Fig. 3. is integrated into the system’s decision-

making pipeline, effectively cross-verifying the sensor-reported fill levels with visual evidence to 

minimize false positives or negatives.   

 



 
 

52 
 

 
Fig. 2. Samples from the collected image dataset, showcasing labeled waste container images used for AI-based classification and fill-level detection. 

This classification output then informs the route optimization module, which applies Dijkstra’s 

shortest path algorithm to determine the most efficient collection paths [11]. By incorporating both sensor 

data and image validation, the routing system adapts to real-time conditions and identifies which 

containers are genuinely at or near full capacity. As a result, collection vehicles only visit those containers 

that require immediate attention, significantly reducing unnecessary trips. This optimization not only saves 

fuel but also reduces vehicle wear and tear, contributing to lower maintenance costs over time. The 

reduction in vehicle movement further aligns with broader environmental goals, such as minimizing 

carbon emissions and improving air quality on campus. 

Experimental results presents that the proposed hybrid approach will significantly reduce trip 

duration and fuel usage. In comparison with traditional fixed-schedule collection routines, the system’s 

real-time tracking of container fill levels resulted in fewer overall trips. Operational data indicate a 

noticeable drop in both total distance traveled and average fuel consumption per trip, validating the 

economic and environmental benefits of the approach. Additionally, the integration of sensor-based 

measurements with vision-based classification proved highly effective in detecting anomalies. For 

example, if the ultrasonic sensor incorrectly reports an unusually high fill level due to temporary 

obstructions, the imaging component can correct this reading, preventing unnecessary dispatch of a 

collection vehicle. 

This study contributes to the broader smart city agenda by combining multiple technologies—sensor 

data, image processing, and AI-based classification—to improve reliability and efficiency in urban waste 

management. The use of cloud-based data storage further facilitates real-time monitoring and data-driven 

decision-making. Future work includes expanding the dataset, refining the AI model for diverse 

environmental conditions such as nighttime or harsh weather, and scaling the solution to larger urban 

areas. With a larger and more varied dataset, the detection and classification model can become more 

robust, improving accuracy in different scenarios. The system architecture can also be adapted to 

incorporate additional features like predictive maintenance for waste containers, automated alerts to 

maintenance crews, or integration with existing campus security drones. These findings align with existing 

research in smart waste management and highlight the potential of AI-driven solutions in advancing urban 

sustainability. By leveraging this hybrid approach, municipalities and campus administrators can ensure a 

more responsive, cost-effective, and eco-friendly waste management process, ultimately laying the 

groundwork for future innovations in the field.  
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.  

Fig. 3. Image recognition result. 
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Abstract 

The aim of this paper is to develop the assumptions of a simulation model for discrete events realised in heterogeneous manufacturing systems 

under deterministic constraints. The representation of the manufacturing system under study in the form of a simulation model will allow the 

determination of the system’s conditions for a given workstation and the average number of items in the queue, and will enable its limitations to 

be analysed under real conditions. A generic simulation model was constructed based on a mathematical model of the resource-constrained 

project scheduling problem (RCPSP) with defined key scheduling parameters and evaluation metrics. The case study presented in this paper 

incorporates all the adjustments required to apply the proposed model. An example of the application of simulation-based optimization will be 

demonstrated in the FlexSim environment. This paper is the result of the authors’ broader research work related to decision-making systems 

using distributed intelligence and the resulting necessary automatic organisational changes in discrete manufacturing systems. 

© 2017 Selection and/or peer-review under responsibility of the organization committee 
Key Words: manufacturing system; RCPSP model; soft computing; computer simulation; FlexSim simulation environment 

1. Introduction 

The challenges currently faced by most manufacturing companies are the result of the diversification strategy being adopted in 

the market, which leads to an increase in the range on offer, while at the same time diversifying order volumes. Currently, due to 

specific customer requirements, the majority of manufacturing is carried out as make-to-order (MTO) and only part of the product 

range, including mainly standard, fast-moving products, is produced as make-to-stock (MTS). Flexible complexes of operations 

conditioned logically in time and space, with a variable structure adapted to the quantitative and qualitative characteristics of the 

manufactured products, correspond to discrete processes dominated by discontinuous energy and materials flows. Discrete 

manufacturing is now the predominant type of production in Poland. Dedicated to the furniture, automotive and electronics industries, 

among others, it requires the preparation of complex engineering documentation as well as control programmes for manufacturing 

equipment and complex production planning. The biggest problem in managing multi-range production with mostly very limited 

resources is the high variability of both internal and external conditions. Generating optimal operational schedules in heterogeneous 

systems under deterministic constraints is impossible, resulting in sub-optimal solutions that, taking into account conflicting 

optimisation criteria, satisfy to the expected extent the market (maximisation of customer service levels) and production 

(minimisation of costs) objectives of modern industrial companies is becoming increasingly desirable. 

The increasing complexity of problems in production planning and control, coupled with the difficulties in finding solutions 

through mathematical models within a reasonable timeframe, has led to a growing interest in soft computing methods [1-3]. This is 

particularly relevant to integrating artificial intelligence and machine learning methods with simulation techniques, especially in 

developing cyber-physical systems powered by simulation models [4]. This direction of development holds significant potential, and 

manufacturers and designers of modern production systems are gaining increasing interest in such solutions. The simulation results 

and visualisations can be useful, among others, in analysing the impact of the timetable and capacity of transport vehicles, the 

frequency of material supply, the location and capacity of warehouses and the logic of handling production resources on the ability 

to meet manufacturing norms. They also allow for the detection of constraints in current conditions, possible collision risks and 

experiments that take into account the possibilities of synchronising different flows at the plant. 

2. Literature review 

The potential for the application of simulation and visualization in production planning and control is increasing alongside the 

development of advanced simulation software and the growing capability to easily create models with a high degree of fidelity in 

representing production systems at various levels and their operational dynamics. In practice, simulation-assisted planning and control 

systems often necessitate that responses generated by the simulation system be available in real-time. This, in turn, imposes the 

requirement to develop simulation models capable of communicating with physical objects and other information systems used in 

manufacturing enterprises and utilizing data retrieved from these sources during the simulation process, also in real-time. 

In production planning, particularly for small batch and unit production of complex products, mathematical models of the 

resource-constrained project scheduling problem (RCPSP) have found widespread application [5, 6]. RCPSP is a deterministic 

problem which provides an extension to the critical path method (CPM) adding resource usage constraints [7]. A project should be 
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viewed as the execution of multiple production orders, each of which could be described as an independent project. However, project-

orders executed by means of apparent (fictitious) operations and sequence constraints can be combined into a single project 

(portfolio), describing the implementation of the entire production plan [8]. For an overview of the models and algorithms used in the 

RCPSP problem, see, for example, the works of Demeulemeester and Herroelen [9], as well as Hartmann and Briskorn [10]. 

When developing a production plan, the aim should be to ensure that the resource demand equals their availability, to limit their 

fluctuation and to eliminate over-utilisation within a given planning horizon. The delivery time for the entire project (as well as 

individual processes) depends on resource availability. Typically, an increase in the number of resource units available is associated 

with an increase in the cost of project implementation. Equalisation of employment can also be achieved through the time-varying 

performance intensity of non-critical processes. 

RCPSP model is extensively discussed in the literature and has well-documented applications in the machinery industry, 

shipbuilding, and construction sectors. In such manufacturing processes, the number of customer orders (component projects) is 

small, so combining them into batches is either easy or impossible, the products consist of many parts and sub-assemblies, and the 

sequencing constraints of the tasks are very complex, the number of operations can run into the hundreds or even thousands. In these 

companies, many workers are qualified for various jobs, and the machines are not overloaded, so one can then be satisfied with an 

approximate and aggregate consideration of limited resources. 

RCPSP models assume that the number and batch sizes of all products and semi-finished products are given, thus the number and 

performance times of all operations are known. The complex structure of products in this case equates to complex sequencing 

constraints between operations. The timing of operations in a RCPSP task should be set in such a way as to minimise the selected 

criteria, usually the entire project’s completion time. Unlike classic project planning tasks, in RCPSP tasks different resources, 

workers, machines or tools may be needed to perform each operation. The timing of operations should be planned so that the total 

load on a resource never exceeds its availability [11]. 

RCPSP/max models allow for mathematical descriptions of a variety of deadline constraints that are generally only described 

verbally in scheduling theory (ST) models, e.g. the performance of several consecutive operations on the same product or on the 

same machine without interruption, or the simultaneous start or end of several operations, which can be useful for describing 

production processes in the chemical and pharmaceutical industries and are therefore also used for short-term scheduling. RCPSP 

models and algorithms can be considered as part of the scheduling theory, but project scheduling methods have always been seen as 

a separate field. 

3. Problem statement and methods 

A generic simulation model was constructed based on a mathematical model of the resource-constrained project scheduling 

problem (RCPSP) with defined key scheduling parameters and evaluation metrics that take into account both the performance 

measures used for deterministic problems (including cost-effectiveness) and the resilience and stability measures specific to task 

scheduling under uncertainty. The model’s implementation in the FlexSim simulation environment allowed its effectiveness to be 

tested for heterogeneous manufacturing systems executing make-to-stock (MTS), make-to-order (MTO) and engineer-to-order 

(ETO) tasks concurrently. Ultimately, the overall simulation model was refined by successively selecting the experiment’s key 

parameters adequately to the varying conditions of manufacturing execution in a variety of production environments. 

The RCPSP seeks minimize the project duration taking into account the availability of resources, the activities duration and their 

precedence. In the formulation of the optimization model n activities are defined and identified by a subscript (i or j) with values 

between 1 and n. For practical programming reasons, the first and last activity are represented as fictitious activities of zero duration. 

The time horizon is divided into partial periods represented by a subscript (t) with values between 1 and T. In each period, activity 

i consumes rik units of the renewable resource k. The maximum amount of renewable resource k available for each period t is defined 

as Wkt. A mathematical model to solve the RCPSP can be expressed as linear program [12]: 
 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑆𝑛 (1) 

Subject to: 

𝑆𝑗 ≥ 𝑆𝑖 + 𝑑𝑖  ∀ (𝑖, 𝑗) ∈ 𝐸 (2) 

∑ 𝑟𝑖𝑘

𝑖∈𝐴(𝑡)

≤ 𝑊𝑘𝑡 ∀ 𝑘, ∀ 𝑡 (3) 

𝑆𝑖 ≥ 0 ∀ 𝑖 (4) 

 

Where Si represents the start times of each activity i, and di its duration. Eq. (2) establishes the start times for each activity j taking 

into account the start times and the duration of the preceding activities. E represents the set of activities and their precedences. Eq. 

(3) refers to the restriction of renewable resources, since the active activities in period t cannot exceed the available amount of type 

k resources. Some mathematical models also include non-renewable resources and partially renewable resources [13]. Finally, eq. 

(4) indicates that the start times are continuous positive variables. Under a non-deterministic focus, the input parameters of the integer 

linear program (di, rik, or Wkt) must be modeled as probability functions, fuzzy numbers or other type of representation [14]. 
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4. Results and discussion 

Due to the different way in which the organisational structure of project-type orders is modelled in manufacturing companies, 

they are classified as two basic types: operations complex-type projects and projects that can be organised by direct line methods of 

work organisation. Operations-complex type projects involve technologically heterogeneous processes that are not characterised by 

cyclical and rhythmic performance. 

The algorithms developed so far focus on finding optimal solutions in RCPSP models with the common objective of reducing 

waiting times, i.e. minimising losses in production. A broader view of the problem, based on process and project management 

knowledge, reveals the need to assess the profitability of a process/project in conjunction with the reduction of waiting times: (1) for 

the customer, (2) for the product, (3) for the machine. The hardest issue to decide is which waiting time to reduce in order to generate 

the greatest savings. The level of difficulty arises from the dynamics of the process itself and the impact of these three waiting times 

on the total cost of the process. This type of approach in the area of decision-making is defined by the trade-off relationship, which 

belongs to the set of NP-hard problems. This is one of the hitherto unexplored areas of operations research and is a common decision-

making problem in today’s dynamic manufacturing systems. An additional innovative approach is the use of discrete-event 

simulation as a tool for analysing processes with a stochastic flow structure, in which the relationships between the competing costs 

associated with customer, machine and product waiting times play an important role. 

The case study presented in this paper incorporates all the adjustments required to apply the proposed model. An example of a 

project involving two orders is shown in Fig. 1. The first order (green line) requires operations 1, 2, 3, 4, 5 and 6, and the second 

order (red line) requires operations 7, 8, 9, 10 and 11. Operation 0 (start) is linked by apparent relations to the start operations of both 

orders, and the end operations of both orders are linked to the apparent end relation of the whole plan 12 (end). The operations’ 

duration and resource requirements have been recorded as simulation data in FlexSim, assuming that critical project resources may 

restrict the simultaneous scheduling of certain activities. 

 
Fig. 1. Example network diagram for RCPSP in the production system 

 

Procedures to solve the RCPSP with a random duration of activities are designed considering predictive, reactive, or proactive 

strategies. According to [15], a predictive strategy takes the average durations of the activities as input data to create a project 

baseline. A reactive strategy re-schedules the original baseline when an unexpected event occurs. A proactive strategy considers the 

variation of the activity duration to generate a robust baseline for the project. The baseline can be regarded as strong when few 

adjustments are required to face the project’s disruptions. Based on the tested scenarios, various simulation results were obtained. 

The selection of the optimal scenario is determined by the evaluation criteria adopted for a given case. A sample simulation result 

for operations 1 and 2 is presented in Fig. 2. 
 

 
Fig. 2. Simulation results for operations 1 and 2 

 

Resource-constrained project scheduling problem (RCPSP) models assume that the number and size of batches are known, but 

struggle to describe the various resource constraints or machine configurations. However, RCPSP algorithms can easily cope even 

with numerous operations and very complex sequence constraints. 

Using the RCPSP model, which allows for defining maximum intervals between operations (RCPSP/max) rather than just 

minimum intervals, it is possible to describe a number of specific conditions occurring in the manufacturing process [16], e.g. the 



 
 

58 
 

division of a production batch into transport batches, the requirement to start or finish a group of operations simultaneously, the need 

to perform successive operations of a given product or machine without interruption. This relatively simple model allows therefore 

for describing many complex production issues, but not all. New special application cases are still being considered, including: 

random performance times, various types of changeovers, variable operation length [17], common planning [18], multi-skilled 

workers [19], activities that require discrete and continuous resources simultaneously [20]. Unfortunately, solving RCPSP tasks is 

not a simple matter, so in addition to the established methods [5, 6], new methods, metaheuristics [17, 21] and heuristics MIP (mixed 

integer programming) [19] continue to appear in the literature. 

5. Conclusions 

The application of simulation techniques in production planning and control processes is closely linked to the concept of dynamic 

models (data-driven dynamic simulation) and symbiotic simulation systems. The notion of symbiotic simulation, which has been 

increasingly discussed in academic literature over the past two decades, is defined as a tight integration between simulation and 

production systems. The most frequently mentioned example of symbiotic simulation system applications is the so-called digital 

twin of a production system or subsystem based on simulation models [3]. 

Solutions based on simulation models, combined with the capabilities of modern data acquisition and transmission systems, as 

well as, more broadly, contemporary IT technologies, can serve as effective tools to support production management at the 

operational level. Each production system component can be modeled with data assigned to it and updated in real-time based on data 

from the actual objects within the system, their operational logic, and interconnections with other objects. 

Designing a production planning system for any company is a major challenge. No known model is perfect, as none of them 

describe all the relevant process features and known algorithms perform better or worse under different conditions. Very detailed 

modelling of the production process and very detailed planning are not always necessary in manufacturing practice. Many times, 

decision-makers choose acceptable solutions (including Pareto-optimal solutions) because of the rate at which they are generated, 

while satisfying the boundary and limiting conditions for a particular objective function. However, in each case, making a choice 

requires knowledge of both the model features and the algorithm effectiveness, as well as an in-depth knowledge of the manufacturing 

process itself, together with the implementation environment. 
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 Abstract—This paper investigates the application of deep learning 

for multi-class classification of lung and colon cancer 

histopathological images using the LC25000 dataset. The dataset 

contains 25,000 images equally distributed across five classes: 

benign and adenocarcinoma for both lung and colon tissues, and 

squamous cell carcinoma for lung tissue. Preprocessing involved 

converting labels to one-hot encoding and removing 1280 identified 

duplicate images to prevent data leakage. Three models were trained 

and evaluated: a baseline CNN, an enhanced CNN with 

architectural modifications and regularization, and a transfer 

learning model utilizing ResNet50. The baseline model, using Adam 

optimizer and categorical cross-entropy loss, achieved a test 

accuracy of 62.6% and validation accuracy of 63.7%. The enhanced 

model, incorporating increased depth, adjusted kernel size, L2 

regularization, dropout, and the Adamax optimizer with early 

stopping, reached a test accuracy of 97.9% and validation accuracy 

of 98.1%. Finally, the transfer learning model with ResNet50, fine-

tuned with additional dense layers, dropout, and early stopping, 

achieved near-perfect performance with 98.9% test accuracy and 

99.3% validation accuracy. This study demonstrates the significant 

performance improvement achieved through architectural 

enhancements and transfer learn- ing, highlighting the potential of 

deep learning for automated diagnosis of cancer from 

histopathological images. The removal of duplicate images proved 

essential for accurate performance evaluation and preventing 

artificially inflated results due to data leakage. 

Index Terms—Histopathological Image Classification,Lung and 
Colon Cancer,Convolutional Neural Network (CNN),Transfer 
Learning,ResNet50. 

I. INTRODUCTİON 

Lung and colon cancers are among the leading 

causes of cancer-related mortality worldwide, 

underscoring the crit- ical need for early detection to 

improve patient outcomes. Histopathological 

imaging plays a pivotal role in the diagnosis of these 

cancers, as it allows for the detailed examination 

of tissue samples to identify malignant cells. 

However, the high variability in tissue structures and 

staining techniques presents significant challenges in 

accurately interpreting these images. Studies have 

highlighted the importance of histopatho- logical 

examination in colorectal cancer, emphasizing that  

early detection can significantly expand treatment 

options and reduce mortality rates [1]. Similarly, the 

manual analysis of histopathology images for lung 

cancer detection is labor- intensive and highly 

dependent on the pathologist’s expertise, which can 

lead to variability in diagnostic accuracy [2]. These 

challenges necessitate the development of automated, 

reliable methods to enhance the precision and 

efficiency of cancer diagnosis. Deep learning, 

particularly convolutional neural net- works (CNNs), 

offers promising solutions to these challenges by 

improving the accuracy of histopathological image 

analysis. CNNs have demonstrated impressive 

capabilities in image pro- cessing tasks, including 

medical imaging, by learning complex patterns and 

features from large datasets [2]. Transfer learning, 

using architectures like ResNet, has been particularly 

effective in leveraging pre-trained models to enhance 

classification performance, even with limited labeled 

data [1], [2]. This approach allows for the adaptation 

of models trained on large, diverse datasets to specific 

tasks, such as cancer detection, thereby improving 

generalization and reducing the need for extensive 

annotated datasets [3]. Despite these advancements, 

challenges remain, such as the need for models to 

generalize across different centers and staining 

protocols, which can lead to overfitting if not properly 

addressed [4]. Nonetheless, the integration of deep 

learning techniques in histopathological image 

analysis holds significant potential for advancing 

cancer diagnostics and improving patient care. 

II. RELATED WORK 

Convolutional Neural Networks (CNNs) have 

revolution- ized medical imaging, offering significant 

advancements in classification, segmentation, and 

detection tasks. Seminal ar- chitectures like AlexNet, 

VGG, and ResNet have laid the groundwork for these 

applications, demonstrating their effi- cacy in various 

medical domains. For instance, CNNs have been 

pivotal in enhancing diagnostic accuracy and 

efficiency in radiology and pathology, where they have 

been used to automate the analysis of complex medical 

images, thus reduc- ing the reliance on manual 

interpretation and improving early disease detection 
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[5]. In the context of cancer histopathology, CNNs 

have been employed to classify lung and colon cancer 

images, leveraging their ability to learn intricate 

patterns from large datasets. 

Recent studies have focused on applying deep 

learning, particularly CNNs, to classify cancer from 

histopathological images, with a strong emphasis on 

lung and colon cancer  

For example, the BIC-SGODL method utilizes 

DenseNet and convolutional LSTM to capture 

complex features and spa- tiotemporal information, 

achieving high performance in cancer diagnosis [6]. 

Another study compared various pre-trained models, 

including VGG-16 and ResNet, on the LC25000 

dataset, achieving accuracies up to 100% for certain 

cate- gories, highlighting the effectiveness of transfer 

learning in this domain [2]. Additionally, novel 

architectures like the 1D Convolutional Channel-

based Attention Networks have been proposed, 

achieving state-of-the-art performance with minimal 

computational resources [7]. These studies underscore 

the potential of deep learning models to significantly 

improve the accuracy and efficiency of cancer 

diagnosis. 

Transfer learning has emerged as a powerful 

technique in histopathology, allowing models to 

leverage pre-trained weights from large datasets to 

improve performance on spe- cific tasks. For instance, 

the Inception-ResNetV2 model, com- bined with local 

binary pattern features, achieved 99.98% accuracy in 

lung and colon cancer detection, demonstrating the 

utility of integrating texture-based features with deep 

learning [8]. Similarly, EfficientNet variants, when 

applied with transfer learning, achieved notable 

accuracy improvements, with Effi- cientNetB2 

reaching 97% accuracy on the LC25000 dataset [9]. 

These approaches highlight the advantages of transfer 

learning in overcoming challenges such as limited 

labeled data and enhancing model generalizability. 

Future research directions include developing 

more robust models that can handle diverse data 

sources and improving the interpretability of deep 

learning models to facilitate their integration into 

clinical workflows [5]. Additionally, explor- ing 

novel architectures and training strategies could 

further enhance the performance and applicability of 

these models in real-world settings. 

III. DATA COLLECTİON AND PREPROCESSİNG 

This section details the dataset used, preprocessing 

steps performed, and exploratory data analysis 

conducted. 

A. Dataset Description 

This study leverages the LC25000 Lung and Colon 

Cancer Histopathological Image Dataset introduced 

by [10], a publicly accessible resource containing 

25,000 RGB histopathological images across five 

balanced classes: Colon Benign Tissue, Colon 

Adenocarcinoma, Lung Benign Tissue, Lung 

Adenocar- cinoma, and Lung Squamous Cell 

Carcinoma, with each class comprising 5,000 images. 

Figure 1 showcases representative images from 

eachclass, visually highlighting the diversity of 

histopathological features within thedataset. 

B. Data Preprocessing 

Data cleaning and preprocessing were essential 

steps in preparing the histopathological images for 

effective model training. The following methods were 

applied to ensure data quality, standardize input, and 

optimize the dataset for Con- volutional Neural 

Networks (CNNs): 

 

 

Fig. 1: Visual examples of histopathology 

slides from the LC25000 data
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• Data Cleaning and Duplicate Removal: An initial ex- 

ploratory data analysis (EDA) assessed class distribution 

and identified duplicate images. This process removed 

1,280 duplicates, resulting in a final dataset of 23,720 

images (See Figure 2). 

• Image Resizing: All images were resized to 120x120 

pixels using LANCZOS resampling, balancing computa- 

tional efficiency with preservation of critical histopatho- 

logical details for feature extraction. 

• Normalization: Although not explicitly applied in the 

code, normalization is recommended to scale pixel 

values between 0 and 1 (or -1 and 1). This practice 

stabilizes model training and prevents dominant 

features from skewing the learning process. 

• One-Hot Encoding of Target Classes: To support multi-

class classification, categorical target variables were 

transformed into binary vectors using one-hot encoding, 

preventing unintended ordinal relationships among 

diag- nostic categories. 

• Train-Validation-Test Split: The dataset was divided into 

training, validation, and test sets in a 60%-20%- 20% 

ratio, ensuring balanced class representation across all 

phases (Figure 3). 

IV. METHODOLOGY 

This section details the methodologies employed 

for devel- oping and evaluating the deep learning 

models for lung and colon cancer histopathological 

image classification. Figure 4 provides an overview 

of the proposed system, illustrating the workflow 

from dataset acquisition and preprocessing through 

model training, evaluation, and final classification. 

A. Baseline Model 

A baseline Convolutional Neural Network (CNN) 

model was established to serve as a benchmark 

for subsequent, more complex architectures. This 

model provides a founda- tion for evaluating the 

performance gains achieved through architectural 

modifications and transfer learning. The baseline 

model architecture, comprising convolutional, max 

pooling, and dense layers, is summarized in Figure 

5. 

B. Enhanced Model 

To improve upon the baseline CNN, the enhanced 

model introduces additional convolutional layers, 

regularization tech- niques, and an optimized 

architecture to further capture the intricate patterns 

present in histopathological images. These 

modifications aim to reduce overfitting and enhance 

classifi- cation accuracy across the five cancer-related 

categories. The enhanced CNN architecture, 

incorporating increased depth, adjusted kernel size, 

and regularization, is detailed in Table I. 

Fig. 2: Image Counts by Category Before and 

After Removing Duplicates. 

 

Fig. 3: Dataset Splits and Class  

Proportions. 

C. Transfer Learning Model (ResNet50) 

we employed ResNet50 a deep residual network 

pre-trained on the ImageNet dataset, as the foundation 

for our transfer learning model. The architecture of 

the transfer learning model, utilizing a pre-trained 

ResNet50 base and custom clas- sification layers, is 

depicted in Figure 6. This figure outlines the layer 

configurations and the distinction between trainable 

and non-trainable parameters. 

D. Training Configuration 

This section provides an overview of the key 

training configurations used across the baseline, 

enhanced, and transfer 
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learning (ResNet50) models. The 

configurations include essen- tial hyperparameters, 

optimizers, learning rates, batch sizes, and epochs, 

highlighting the specific settings employed to 

achieve optimal performance for each model (see 

Table II). 

TABLE I: Enhanced Model Architecture 

 

Layer (type) Output Shape Param # 

conv2d 4 (Conv2D) (None, 120, 120, 64) 1792 

conv2d 5 (Conv2D) (None, 120, 120, 64) 102464 

max pooling2d 4 (MaxPooling2D) (None, 60, 60, 64) 0 

conv2d 6 (Conv2D) (None, 60, 60, 128) 73856 

conv2d 7 (Conv2D) (None, 60, 60, 128) 147584 

max pooling2d 5 (MaxPooling2D) (None, 30, 30, 128) 0 

conv2d 8 (Conv2D) (None, 30, 30, 256) 295168 

conv2d 9 (Conv2D) (None, 30, 30, 256) 590080 

max pooling2d 6 (MaxPooling2D) (None, 15, 15, 256) 0 

conv2d 10 (Conv2D) (None, 15, 15, 512) 1180160 

conv2d 11 (Conv2D) (None, 15, 15, 512) 2359808 

max pooling2d 7 (MaxPooling2D) (None, 7, 7, 512) 0 

flatten 2 (Flatten) (None, 25088) 0 

dense 6 (Dense) (None, 256) 6422784 

dropout (Dropout) (None, 256) 0 

dense 7 (Dense) (None, 64) 16448 

dense 8 (Dense) (None, 5) 325 

Total params: 11190469 (42.69 MB) 
 

Trainable params: 11190469 (42.69 MB)  

Non-trainable params: 0 (0.00 Byte)  

 

V. RESULT 
 

The results of this study are based on the 

evaluation of three deep learning models—baseline 

CNN, enhanced CNN, and transfer learning with 

ResNet50—using a diverse set of performance 

metrics. 

A. Model Performance Comparison 

Each model was assessed on accuracy, precision, 

recall, and F1-score, providing a comprehensive 

view of performance across categories.The bar 

graph in Figure 7 further highlights these 

performance improvements across models, 

illustrating the ResNet50 model’s significant gains 

over the baseline and enhanced CNN models. 

B. Confusion Matrix Analysis 

The confusion matrices for each model illustrate 

the model’s effectiveness in differentiating between 

benign and malignant tissues. Misclassifications 

were notably reduced in the en- hanced and 

ResNet50 models compared to the baseline. 

C. ROC-AUC Analysis 

ROC-AUC curves were generated for each model 

to eval- uate the models’ abilities to distinguish 

between classes. The ResNet50 model achieved an 

AUC close to 1.0 across all categories, indicating 

strong discriminative power. 

D. Discussion 

The ResNet50 transfer learning model achieved the 

highest performance across metrics, followed by the 

enhanced CNN model. The baseline model, while 

effective as an initial benchmark, demonstrated 

limited accuracy and a higher rate of 

misclassification. The results underscore the impact 

of deep learning architectures and transfer learning 

in handling complex histopathological data, with the 

ResNet50 model emerging as the optimal approach 

for cancer classification in this study. 

VI. Conclusion 

This paper evaluated lung and colon cancer 

classification using three models: a baseline CNN, 

an enhanced CNN, and a ResNet50-based transfer 

learning model. The ResNet50 model achieved the 

highest performance, with 98.9% accuracy and 

strong precision, recall, and F1-scores, 

demonstrating its su- perior capability in feature 

extraction for complex histopatho- logical images. 

These results confirm the value of transfer learning 

in medical image analysis and set a foundation for 

future advancements in automated cancer diagnosis. 
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Fig. 4: Proposed System Diagram. 

 

TABLE II: Training Configurations for Each Model 

 

Model Optimizer 
Learning 

Rate 
Batch Size Epochs Regularization Early Stopping 

Baseline Model Adam Default 32 10 None No 

Enhanced Model Adamax 0.0005 32 30 
L2 Regularization, 

Dropout (0.2) 
Patience 2 

Transfer 
Learning Model 

(ResNet50) 

 
Adamax 

 
0.0005 

 
32 

 
30 

 
Dropout (0.2) 

 
Patience 3 
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Fig. 5: Summary of the baseline CNN 

architecture. 

 

Fig. 6: Architecture of the transfer learning 

model using ResNet50. 

 

Fig. 7: Bar graph comparison of model 

performance metrics. 

(a) 

 

(b) 

 

(c) 

Fig. 8: Confusion matrix for (a:baseline 

model,b:enhanced model,c:ResNet50 model) 



 
 

65 
 

 

 

(a) 

 

(b) 

 

 

(c) 

Fig. 9: ROC-AUC curves for (a:baseline 

model,b:enhanced model,c:ResNet50 model) 
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